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● Born and raised in Gowa (Sulawesi Selatan), 
went to Pesantren IMMIM Putra Makassar

● Bachelor’s: TI ITS (2010)
○ Logistics & SCM lab assistant (2012-2014), ITS IO (2014), OSCM (2014)

● Master’s: Industrial & Operations Eng., UMich, Ann Arbor (2018)

● PhD: Mechanical Engineering, Carnegie Mellon (2023)
○ RA-ship: CIT Dean Scholarship (2018), NSF (2019-2023)
○ Specialization: intelligent transportation, AI safety, applied ML

● Postdoc: Aeronautics & Astronautics Eng., Stanford (2023)
○ Working with 7 PhD, 2 master’s, and 1 undergrad students on various projects
○ Collaborating with Stanford MineralX, CMU, ITS, IPB, Unhas, VKTR (Bakrie group)
○ Cofounder of Indonesian interdisciplinary scholars IndoSTEELERS and INTERSECT

About Me
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What we’ll discuss
● AI systems are making (NOT only supporting) high-stakes decisions
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Predicting future criminals      Self-driving cars       Geothermal exploration
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What we’ll discuss
● AI systems are making (NOT only supporting) high-stakes decisions

● Business leaders should mitigate their AI products biases and real-world impacts
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https://youtu.be/gV0_raKR2UQ 

http://www.youtube.com/watch?v=gV0_raKR2UQ&t=68
https://youtu.be/gV0_raKR2UQ
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What we’ll discuss
● AI systems are making (NOT only supporting) high-stakes decisions

● Business leaders should mitigate their AI products biases and real-world impacts

● Safety-first culture is key for AI-driven businesses to secure public trust
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Source: https://www.theverge.com/2022/9/29/23377219/waymo-av-safety-study-response-time-crash-avoidance, 
https://waymo.com/waymo-one-san-francisco/,  

Intelligent systems systems are here… 
and becoming more reliable everyday

https://waymo.com/safety/
https://www.theverge.com/2022/9/29/23377219/waymo-av-safety-study-response-time-crash-avoidance
https://waymo.com/waymo-one-san-francisco/
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Are they safe and reliable enough?
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AI generally performs well within its operational design domains (ODDs).
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AI generally performs well within its operational design domains (ODDs).
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SAE, J3016

https://www.sae.org/blog/sae-j3016-update
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ODD specifies the conditions for which the system is designed to function properly.
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ODD specifies the conditions for which the system is designed to function properly.
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https://torc.ai/trucking/ 

https://torc.ai/trucking/
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ODD specifies the conditions for which the system is designed to function properly.
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https://torc.ai/trucking/ 

https://torc.ai/trucking/
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Safety issues arise when deviating from ODDs.
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Tesla Autopilot

https://en.wikipedia.org/wiki/Tesla_Autopilot
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Safety issues arise when 
deviating from ODDs.
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https://www.theguardian.com/us-news/2023/sep/05/san-francisco-cruise-robotaxi-death-ambulance
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Why is ODD important and should be made clear?
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Because any designs/products have specifications (including AIs).
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Why ODD is important and should be made clear?
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1. AIs are trained with datasets, cost 
functions, or demos — based on ODDs.

2. Novel, unanticipated real-world cases are 
inevitable (the long tail problem).

3. The real world exhibits inherent bias and 
dynamism.

4. Algorithms based on gradient descent are 
susceptible to adversarial attacks.

5. Clear and well-communicated ODD both 
aids end users and helps mitigate risks.

https://www.sae.org/standards/content/j3259/ 

https://www.sae.org/standards/content/j3259/
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An object detector trained on clean images may fail when encounter noisy images

1. AIs are trained with datasets, cost functions, or demos — based on ODDs.
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2. Novel, unanticipated real-world cases are inevitable (the long tail problem).

Common cases

Rare case

The long tail problem

https://www.youtube.com/watch?v=Q0nGo2-y0xY&list=PLrAXtmErZgOeY0lkVCIVafdGFOTi45amq&index=2
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3. The real world exhibits inherent bias and dynamism.
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4. Algorithms based on gradient descent are susceptible to adversarial attacks.
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5. Clear and well-communicated ODD both aids end users and helps mitigate risks.
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What does it mean for other business applications?
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In healthcare, AI helps plan diagnostic tests 
and treatment for stroke patients.
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DESPOT algorithm gives a more balanced approach 
than (aggressive and conservative) doctors
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- What if outbreaks or emergencies occur?
- What if new treatments are found?
- What if new stroke conditions are discovered?
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In criminal and justice systems, AI recommends 
recidivism to judges.
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In renewable energy, AI recommends where to 
drill geothermal wells.
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In renewable energy, AI recommends where to drill geothermal wells.



Developing Intelligent Systems for High-Stakes Business Applications | Mansur M. Arief

32

Prediction UncertaintySurface EM anomalies

~1km

https://docs.google.com/file/d/1yw5U9EFBvE9cCPQ7sSjufKLof6Wc3Twv/preview
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Brazil responsible mining and 
post-mining reforestation

Sorowako mining community 
engagement and empowerment

US-Australia lithium 
supply chain planning
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● If we use an AI component, how do we manage the risk?

● Need to know the kinds of failure and assess its severity.

● Plan for mitigation strategy based on the risk (probability ✕ severity).

● Be able to detect when the failure is about to occur.

Risk analysis and validation
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● FMEA identifies all possible failures in a design, a manufacturing or 
assembly process, or a product or service.

Failure Modes and Effects Analysis (FMEA)

35

Segmentation
Detection

Classification

Pred: no_entry

Inaccurate segmentation of images Failure mode example: Misclassified traffic signsFailure mode example: False negatives in detection

Failure Mode 1 Failure Mode 2 Failure Mode 3

Inaccurate image segmentation Traffic sign detection failure Traffic sign misclassification

Effect Failed traffic signs segmentation Missed traffic sign Incorrect traffic rule interpretation

Cause Poor lighting, inaccurate pixel classifier Environmental camouflage, occlusions Inadequate training data, brittle model

Severity High 9 High 9 High 9

Occurrence Medium 5 Low 3 High 9

Detection High 3 High 3 High 3

RPN 135 81 243
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ML systems failure identification
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● Domain knowledge (Out-of-Distribution cases)

● Grid search (or more systematic search)

● Adversarial attack
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● People expect autonomous vehicle safety 
to be higher than human.

● Standards require critical components
to have extremely low failure probability.

○ ISO 26262 (functional safety)

○ ISO 21448 (SOTIF)

○ UL4600 (Safety for the Evaluation 
of Autonomous Products)

How to compare AI vs human reliability?
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Source: SAE Update p. 31

https://waymo.com/safety/
https://www.nxtbook.com/smg/sae/23UPD04/index.php?startid=31#
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We can use the found failure modes to retrain our AI agent.

Gupta, Abhibha, Rully Agus Hendrawan, and Mansur Arief. "Enhancing Visual Perception in Novel Environments via Incremental Data Augmentation Based on Style Transfer." arXiv preprint arXiv:2309.08851 (2023).

How to improve AI?

38
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We can use the found failure modes to retrain our AI agent.
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How to improve AI?
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Confusion matrix when AV sees 
degraded traffic signs

Confusion matrix post retraining



Developing Intelligent Systems for High-Stakes Business Applications | Mansur M. Arief

What we have discussed
● AI systems are making (NOT only supporting) high-stakes decisions

● Business leaders should mitigate their AI products biases and real-world impacts

● Safety-first culture is key for AI-driven businesses to secure public trust
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A lot more needs to be done…

What does it mean for your business?

42
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● Mykel Kochenderfer, AeroAstro Stanford
● Ding Zhao, MechE CMU
● Henry Lam, IEOR Columbia
● Bo Li, CS UIUC
● Zhiyuan Huang, SoM Tongji
● Huan Zhang, EE UIUC
● Iwan Vanany, ISE ITS
● Jef Caers, MineralX Stanford

Thanks to collaborators!
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● Nur Ahmad Khatim, IF ITS
● Yan Akhra, ISE ITS
● Azmul Asmar, FK UIN SH
● Amaliya Mata’ul, FK UIN SH
● Rully Hendrawan, SCS Pitt (IS ITS)
● Abhibha Gupta, SCS Pitt
● Yasmine Alonso, CS Stanford
● Anthony Corso, AeroAstro Stanford
● IndoSTEELERS members
● SISL members
● CMU Safe AI members
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Mansur Maturidi Arief 
Email: mansur.arief@stanford.edu
Web: https://mansurarief.github.io/

Let’s stay in touch
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