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What we’ll discuss
● One of the main methods enabling AI is numerical optimization!

● The algorithms use tricks to reach a good enough solution.

● Formulations include

■ model fitting (regression, classification boundary)

■ falsification and validation (FMEA, adversarial attack, importance sampling)

■ [tentative] utility maximization (MDP/POMDP — planning under uncertainty framework)

● The PDF slide will be made available after the presentation.
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AI systems are here… 

4

Photo I took a month 
ago, in an Uber ride.
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AI systems are here… 

5

How self-driving cars “see” their environments
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Source: https://www.theverge.com/2022/9/29/23377219/waymo-av-safety-study-response-time-crash-avoidance, 
https://waymo.com/waymo-one-san-francisco/,  

AI systems are here… and becoming more 
reliable everyday

https://waymo.com/safety/
https://www.theverge.com/2022/9/29/23377219/waymo-av-safety-study-response-time-crash-avoidance
https://waymo.com/waymo-one-san-francisco/
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AI systems are here… and becoming more 
reliable everyday

Source: https://www.theverge.com/2022/9/29/23377219/waymo-av-safety-study-response-time-crash-avoidance, 
https://waymo.com/waymo-one-san-francisco/,  

https://waymo.com/safety/
https://www.theverge.com/2022/9/29/23377219/waymo-av-safety-study-response-time-crash-avoidance
https://waymo.com/waymo-one-san-francisco/
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AI systems are here… and becoming more 
reliable everyday

Can we push AI safety to reach 
aviation-level safety?
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More high-stakes decisions are supported by AI

9

Preventing accidents Reliable services Sustainable life

Autonomy stack Geothermal wellsEV charging stations
High dimensionality High uncertaintyHigh complexity
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Is it safe and reliable enough?

10

Depending on the use cases, but for critical applications, a lot more needs 
to be done.
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1. AI definition and how it works
a. Introduction

b. Large-scale optimization algorithms (gradient descent and variants)

2. Risk analysis and validation 
a. Risk analysis (FTA, adversarial attacks)

b. Probabilistic validation (importance sampling)

3. [Tentative] Planning algorithms 
a. Sequential decision-making under uncertainty (MDP/POMDP)

Highlighted Topics (please ask q’s and follow up for details)

11
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1. AI definition and how it works
a. Introduction

b. Large-scale optim
ization algorithms (gradient descent and variants)

2. Risk analysis and validation 
a. Risk analysis (FTA, adversarial attacks)

b. Probabilistic validation (importance sampling)

c. Surrogate modeling (Deep RL)

Interactive Sessions 
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Motion blur

Random shadow

[DEMO 1] Object detection and captioning

[DEMO 2] Fool the AI!
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1. AI: Definition and How It Works

13
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Artificial Intelligence (AI)

14

Motion blur

Random shadow

By John McCarthy (together with Marvin Minsky, Nathaniel Rochester, and Claude Shannon), Stanford Archive

John McCarthy (1927-2011), Father of AI, Stanford 
CS Professor, http://jmc.stanford.edu/ 

Definition 

of AI

It’s 
easy!

http://jmc.stanford.edu/
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● McCarthy: "the science … of making intelligent machines."

Artificial Intelligence (AI)

15
By Coppertreeanalytics

AI, but not ML
Rule-based, 
Lookup tables, 
…

ML, but not DL
Decision Trees

Regression
…

AI with DL
YOLO 
ChatGPT
…

https://www.coppertreeanalytics.com/fundamental-series-on-building-analytics-artificial-intelligence-machine-learning-predictive-analytics-deep-learning-whats-the-difference/
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● McCarthy: "the science … of making intelligent machines."

Artificial Intelligence (AI)

16
By Coppertreeanalytics

AI, but not ML
Rule-based, 
Lookup tables, 
…

ML, but not DL
Decision Trees

Regression
…

AI with DL
YOLO 
ChatGPT
…

Source: https://www.its.ac.id/news/wp-content/uploads/sites/
              2/2018/10/WhatsApp-Image-2018-10-25-at-15.17.40.jpeg

https://www.coppertreeanalytics.com/fundamental-series-on-building-analytics-artificial-intelligence-machine-learning-predictive-analytics-deep-learning-whats-the-difference/
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Demo 1: Object detection and captioning

17
https://huggingface.co/spaces/mansurarief/DTSI-demo-1 

https://huggingface.co/spaces/mansurarief/DTSI-demo-1
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Discussion prompts: 

18

● Any interesting/not-so-interesting findings? 

● Any useful/harmful applications?

● How does it work?
○ How does the algorithm convert an image to annotated image 

(bounding boxes, labels, and image caption)?
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● Regression: given an input x, we try to predict a (continuous value) y

Problem representation

19

x=-2 x=3
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Problem representation
● Regression: given an input x, we try to predict a (continuous value) y

○ Pick a class of model (e.g., linear, polynomials, neural nets).
○ Compare models within the class, and select the best one.
○ Use the best model to predict.

20

Model 1
θ1 Model 2

θ2

Model 3
θ3

How to select the best θ?
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● Regression: given an input x, we try to predict a (continuous value) y
● Classification: given an input x, we try to predict a (discrete class) y

Problem representation

21Stanford CS231

https://cs231n.github.io/linear-classify/
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● Regression: given an input x, we try to predict a (continuous value) y
● Classification: given an input x, we try to predict a (discrete class) y

Problem representation

22

Parameters, θ

Stanford CS231

https://cs231n.github.io/linear-classify/
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● Regression: given an input x, we try to predict a (continuous value) y
● Classification: given an input x, we try to predict a (discrete class) y

    (essentially, we try to fit the best class boundary model)

Problem representation

23Stanford CS231

How to select the best θ?

https://cs231n.github.io/linear-classify/
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● Regression: given an input x, we try to predict a (continuous value) y
● Classification: given an input x, we try to predict a (discrete class) y

    (essentially, we try to find the best decision boundary)

Problem representation

24Stanford CS231

This involves a matrix multiplication

https://cs231n.github.io/linear-classify/
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● Regression: given an input x, we try to predict a (continuous value) y
● Classification: given an input x, we try to predict a (discrete class) y

Problem representation

25

What should we change to θ  to add a new  class?

? DTSI student score ← a new class

Hint: It’s a matrix 
multiplication.

3 ✕ 15 ✕ 13 ✕ 5
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● Regression: given an input x, we try to predict a (continuous value) y
● Classification: given an input x, we try to predict a (discrete class) y

Problem representation

26

… changing the size of θ.

? DTSI student score? ? ? ? ?

4 ✕ 15 ✕ 14 ✕ 5

← a new classa new row of θ → 
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● Regression: given an input x, we try to predict a (continuous value) y
● Classification: given an input x, we try to predict a (discrete class) y
● Image segmentation: classification for each pixel in an image

Problem representation

27
BuiltIn

https://builtin.com/machine-learning/image-segmentation
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● We want to solve the following numerically

AI training is all about optimization

28

← Objective example
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● We want to solve the following numerically

● A very popular algorithm is gradient descent.

● The gradient of J w.r.t. θ can be estimated using numerical automated 
differentiation method.

AI training is all about optimization

29

← Objective example
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Gradient descent
● Recall, our problem

● Suppose an oracle tells us the value of J(θ) for θ ∈ 𝛩. 

30

What can we do to improve GD solution?
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1. Random initializations
2. Batch of samples (stochastic gradient descent)
3. Momentum 
4. Scheduled learning rate
5. Overparameterization

Gradient descent and variants 

31
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Gradient descent and variants 

32

θ1

θ2

θ2

θ1

SGD with momentum

SGD with 
momentum &
scheduled LR

SGD
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● Why did I spend time to review gradient descent?
Because it’s the powerhorse behind deep learning/large model training

Gradient descent for deep learning

33

Google NGram

https://books.google.com/ngrams/graph?content=gradient+descent%2Cdeep+learning&year_start=1980&year_end=2019&corpus=en-2019&smoothing=3
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Deep learning parameters size

34
By: Jaime Sevilla (Parameter counts in machine learning)

one billion

one trillion

https://towardsdatascience.com/parameter-counts-in-machine-learning-a312dc4753d0
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What we’ve discussed so far
● The methods enabling powerful AI are numerical optimization!

● The algorithms use tricks to reach a good enough solution

■ randomization (initialization and batching)

■ (meta) heuristics (momentum, LR scheduling)

■ large parameter space (overparameterization)

● Formulations include

■ model fitting (regression, classification boundary)

■ falsification and validation (FTA/FMEA, adversarial attack, importance sampling)

■ [tentative] utility maximization (MDP/POMDP)

35
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2. Risk Analysis and Validation

36
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● If we use an AI component, how do we manage the risk?

● Need to know the kinds of failure and assess its severity.

● Plan for mitigation strategy based on the risk (probability ✕ severity).

● Be able to detect when the failure is about to occur.

Risk analysis and validation

37
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● A self-driving car uses camera images to detect and classify traffic signs.
● First, it runs semantic segmentation on an input image.

● Then, it classifies the detected traffic sign.

Risk analysis

38

VisoAI

What are the failure modes of this approach?

https://viso.ai/deep-learning/image-segmentation-using-deep-learning/
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● FMEA identifies all possible failures in a design, a manufacturing or 
assembly process, or a product or service.

Failure Modes and Effects Analysis (FMEA)

39

Segmentation
Detection

Classification

Pred: no_entry

Inaccurate segmentation of images Failure mode example: Misclassified traffic signsFailure mode example: False negatives in detection

Failure Mode 1 Failure Mode 2 Failure Mode 3

Inaccurate image segmentation Traffic sign detection failure Traffic sign misclassification

Effect Failed traffic signs segmentation Missed traffic sign Incorrect traffic rule interpretation

Cause Poor lighting, inaccurate pixel classifier Environmental camouflage, occlusions Inadequate training data, brittle model

Severity High 9 High 9 High 9

Occurrence Medium 5 Low 3 High 9

Detection High 3 High 3 High 3

RPN 135 81 243
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ML systems failure identification

40

● Domain knowledge (Out-of-Distribution cases)

● Grid search (or more systematic search)

● Adversarial attack
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Adversarial attack

41

● ML classifier are susceptible to adversarial examples
● We can find well-crafted noise to change prediction!

● The process is called adversarial attack.
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Adversarial attack

42

● ML classifier are susceptible to adversarial examples
● We can find well-crafted noise to change prediction!

● The process is called adversarial attack.
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Adversarial attack (formulation)

43

● Idea: solve for adversarial perturbation Δx that maximize the error

x

Stop sign

Yield sign

Δx

x’

The gradient step in gradient ascent
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Demo 2: Fool the AI!
Try to make a facial expression that the AI fails to classify

44https://huggingface.co/spaces/mansurarief/DTSI-demo-2   

Share your successful attack with DTSI: 
https://bit.ly/FooledAI  

https://huggingface.co/spaces/mansurarief/DTSI-demo-2
https://bit.ly/FooledAI


ISE Methods in Building Reliable AI Systems| Mansur M. Arief @ DTSI-ITS Postgraduate Intl’ Guest Lecture Series, 11/08/2023

Demo 2: Fool the AI!
Try to make a facial expression that the AI fails to classify

45https://huggingface.co/spaces/mansurarief/DTSI-demo-2   

Original Adversarial example

https://huggingface.co/spaces/mansurarief/DTSI-demo-2
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What we’ve discussed so far
● The methods enabling powerful AI are numerical optimization!

● The algorithms use tricks to reach a good enough solution

■ randomization (initialization and batching)

■ (meta) heuristics (momentum, LR scheduling)

■ large parameter space (overparameterization)

● Formulations include

■ model fitting (regression, classification boundary)

■ falsification and validation (FTA/FMEA, adversarial attack, importance sampling)

■ [tentative] utility maximization (MDP/POMDP, RL)

46
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● People expect autonomous vehicle safety 
to be higher than human.

● Standards require critical components
to have extremely low failure probability.

○ ISO 26262 (functional safety)

○ ISO 21448 (SOTIF)

○ UL4600 (Safety for the Evaluation 
of Autonomous Products)

How to compare AI vs human reliability?

47

Source: SAE Update p. 31

https://waymo.com/safety/
https://www.nxtbook.com/smg/sae/23UPD04/index.php?startid=31#
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Autonomous vehicle (AV) testing is inefficient

48

Motion blur

Random shadow

Gaussian noise

● Smaller μ requires even larger sample size.

Driving 
mileage of 
AV testing 
by Waymo

Source: Waymo Source: https://www.nhtsa.gov/automated-vehicle-test-tracking-tool 

On going testing effort across the US

https://waymo.com/safety/
https://waymo.com/safety/
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● If the crash rate is μ, then on average we need 1/μ samples to observe 
the first crash (geometric distribution).

○ E.g. if μ = 10-5, we will need millions of samples to estimate it

● Smaller μ requires even larger sample size.

○ E.g. Suppose we try to estimate μ = P(X > 5),  X ~ N(0,1)

Rarity of traffic crashes (in the US)

49

Motion blur

Random shadow

Gaussian noise
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● If the crash rate is μ, then on average we need 1/μ samples to observe 
the first crash (geometric distribution).

○ E.g. if μ = 10-5, we will need millions of samples to estimate it

● Smaller μ requires even larger sample size.

○ E.g. Suppose we try to estimate μ = P(X > 5),  X ~ N(0,1)

Rarity of traffic crashes (in the US)

50

Motion blur

Random shadow

Gaussian noise

No sample 
ever hits this 
“important” 
region

https://docs.google.com/file/d/1co3hTE1bYNX8xVFa1Yh5wPRjcgmZBGGh/preview
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Inefficiency remains an issue in simulations

51● Naturalistic simulation takes up to a month of runtime to estimate μ = 2☓10-5

AV Simple PI Controller (SAE Level 2):



ISE Methods in Building Reliable AI Systems| Mansur M. Arief @ DTSI-ITS Postgraduate Intl’ Guest Lecture Series, 11/08/2023

Inefficiency remains an issue in simulations

52

AV Perception Algorithm (YOLOv5)

● May take 3 months (estimated) runtime to estimate smaller μ = 1☓10-6

Normal cases Extremely rare (1 in 1 million simulation)
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● Crude technique sampling is inadequate to evaluate rare events 
(such as crash events in the US)

● Consider estimating a tiny    with 
an estimator         .

● A small 𝜖 & high confidence 1-𝛿

is achieved only when 

   .

● Thus, as        .

Perils of crude sampling technique

5353



ISE Methods in Building Reliable AI Systems| Mansur M. Arief @ DTSI-ITS Postgraduate Intl’ Guest Lecture Series, 11/08/2023

● Crude technique sampling is inadequate to evaluate rare events 
(such as crash events in the US)

● Consider estimating a tiny    with 
an estimator         .

● A small 𝜖 & high confidence 1-𝛿

is achieved only when 

   .

● Thus, as        .

Perils of crude sampling technique

54

Stricter law

Safer AI
54
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Perils of crude sampling technique

5555

No sample 
ever hits this 
“important” 
region

https://docs.google.com/file/d/1co3hTE1bYNX8xVFa1Yh5wPRjcgmZBGGh/preview
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Importance Sampling (IS) Idea

56

Motion blur

Random shadow

Gaussian noise

● Use a skewed distribution to sample more “aggressive scenarios”

● The skewing is performed by mean-shifting toward the importance region

● Then debias the result using importance ratio as the weights

https://docs.google.com/file/d/1FHRvhiU1Z0K-Yr0VgZ7Jcaj2mBrKYeAA/preview
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Importance Sampling (IS) Idea

57

Motion blur

Random shadow

Gaussian noise

● What if we have multiple important regions? Use a mixture model!

https://docs.google.com/file/d/1yMaqnrtMC2wMzAZYGHsPmVMd6DdztzT9/preview
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● Importance Sampling (IS) uses proposal distribution    and computes

Importance Sampling (IS) Idea

58

.  ⇒ called the likelihood ratio
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● IS is provably unbiased

Importance Sampling (IS) Idea

59
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1Arief, Mansur, Zhepeng Cen, Zhenyuan Liu, Zhiyuan Huang, Bo Li, Henry Lam, and Ding Zhao. "Certifiable Evaluation for Autonomous Vehicle Perception Systems Using Deep Importance  Sampling 
(Deep IS)." In Proceedings of the 2022 25th International Conference on Intelligent Transportation Systems (ITSC). IEEE, 2022. [Link]

● High-level idea

Importance Sampling (IS) Idea

Naturalistic driving conditions:

Aggressive driving conditions:

Unbiased result

60

Key steps:

1. Start with normal driving

2. Learn the statistical 
model

3. Bias the statistics toward 
more aggressive driving

4. Use importance weights 
to obtain unbiased result

5. Return unbiased 
statistics

https://arxiv.org/abs/2204.02351
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● Objective: deal with extreme rarity and high-dimensional inputs
● Key ingredients:

○ Machine learning classifier to approximate the failure set from data

○ Adversarial attack or optimization to find failure case

○ Importance sampling for unbiased and efficient rare failure rate estimation

● Proposed algorithms:
○ Deep IS: Deep Importance Sampling1

○ Deep-PrAE: Deep Probabilistic Accelerated Evaluation2

○ CERTIFY: Computationally Efficient and Robust Evaluation of Safety3

Scalable Importance Sampling Algorithms

61

1Arief, Mansur, Zhepeng Cen, Zhenyuan Liu, Zhiyuan Huang, Bo Li, Henry Lam, and Ding Zhao. "Certifiable Evaluation for Autonomous Vehicle Perception Systems Using Deep Importance  Sampling 
(Deep IS)." In Proceedings of the 2022 25th International Conference on Intelligent Transportation Systems (ITSC). IEEE, 2022. [Link]
2Arief, Mansur, Zhiyuan Huang, Guru Koushik Senthil Kumar, Yuanlu Bai, Shengyi He, Wenhao Ding, Henry Lam, and Ding Zhao. "Deep Probabilistic Accelerated Evaluation: A Certifiable  Rare-Event 
Simulation Methodology for Black-Box Autonomy." In Proceedings of the 24th International Conference on Artificial Intelligence and Statistics (AISTATS). PMLR, 2021. [Link]
3Arief, Mansur, Zhepeng Cen, Huan Zhang, Henry Lam, and Ding Zhao. "CERTIFY: Computationally Efficient Rare-failure Certification of Autonomous Vehicles." Under review for IEEE T-IV. [Link]

https://arxiv.org/abs/2204.02351
https://arxiv.org/abs/2006.15722
https://arxiv.org/abs/2006.15722
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● Adversarial examples can be used as IS mean shift targets (dominating 
points), i.e. the most likely failure modes naturalistically.

Adversarial examples for IS

62
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1Arief, Mansur, Zhepeng Cen, Zhenyuan Liu, Zhiyuan Huang, Bo Li, Henry Lam, and Ding Zhao. "Certifiable Evaluation for Autonomous Vehicle Perception Systems Using Deep Importance  Sampling 
(Deep IS)." In Proceedings of the 2022 25th International Conference on Intelligent Transportation Systems (ITSC). IEEE, 2022. [Link]

● Main result: Deep IS is unbiased and sample-efficient

Numerical experiments
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2Arief, Mansur, Zhiyuan Huang, Guru Koushik Senthil Kumar, Yuanlu Bai, Shengyi He, Wenhao Ding, Henry Lam, and Ding Zhao. "Deep Probabilistic Accelerated Evaluation: A Certifiable  Rare-Event 
Simulation Methodology for Black-Box Autonomy." In Proceedings of the 24th International Conference on Artificial Intelligence and Statistics (AISTATS). PMLR, 2021. [Link]

Numerical experiments
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● Our approach can learn the rough structure of rare failure set

https://arxiv.org/abs/2006.15722
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2Arief, Mansur, Zhiyuan Huang, Guru Koushik Senthil Kumar, Yuanlu Bai, Shengyi He, Wenhao Ding, Henry Lam, and Ding Zhao. "Deep Probabilistic Accelerated Evaluation: A Certifiable  Rare-Event 
Simulation Methodology for Black-Box Autonomy." In Proceedings of the 24th International Conference on Artificial Intelligence and Statistics (AISTATS). PMLR, 2021. [Link]

● Autonomy evaluation example: We dominate the efficiency

Numerical experiments
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● Evaluation of a simple ACC under car-following scenario

Numerical experiments

3Arief, Mansur, Zhepeng Cen, Huan Zhang, Henry Lam, and Ding Zhao. "CERTIFY: Computationally Efficient Rare-failure Certification of Autonomous Vehicles." Under review.

NN advantage:
Faster sampling!

NNs disadvantage:
Needs training!
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3Arief, Mansur, Zhepeng Cen, Huan Zhang, Henry Lam, and Ding Zhao. "CERTIFY: Computationally Efficient Rare-failure Certification of Autonomous Vehicles." Under review.

● Main result: high compute-efficiency on various scenarios!

Numerical experiments
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What we’ve discussed so far
● The methods enabling powerful AI are numerical optimization!

● The algorithms use tricks to reach a good enough solution

■ randomization (initialization and batching)

■ (meta) heuristics (momentum, LR scheduling)

■ large parameter space (overparameterization)

● Formulations include

■ model fitting (regression, classification boundary)

■ falsification and validation (FMEA, adversarial attack, importance sampling)

■ [tentative] utility maximization (MDP/POMDP)
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3. Planning under Uncertainty
    (skipped, but can discuss offline)
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Partially Observable Markov Decision Process (POMDP)

● Markov Decision Process (MDP) is a stochastic dynamic programming
● POMDP is MDP with state uncertainty
● Defined by these components
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Partially Observable Markov Decision Process (POMDP)

● Objective function:

● The key difference is policy 𝜋 in POMDP uses belief bt as input, 
not state st

71

Expected reward over possible state transitions
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POMDP Example: Crying baby problem
● A simple POMDP with 2 states, 2 actions, and 2 observations

● We cannot directly tell if the baby is 
truly hungry

● We can only observe the crying and 
update our belief about the true state
using this information.
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● Suppose we have the following observation model

● We can start with some prior belief and update it as we observe data

POMDP Example: Crying baby problem
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Solving a POMDP
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Solving a POMDP
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Solving a POMDP
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● State: aneurysm{T, F}, AVM{T, F}, occ{T, F}, time{0:24}
● Action: Send_home, Observe, MRA, DSA, Surgery
● Observation: Siriraj_score, CT_score
● Reward: 

○ penalty for unnecessary observe, MRA, DSA, surgery
○ penalty for lengthy treatment (time > 12)
○ penalty for sending home sick patient
○ reward for effective MRA, DSA, surgery

On-going project: StrokePOMDP
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On-going project: LiSC_POMDP

78

● State: mineral deposits volume{R+}
● Action: Explore1, …, ExploreN, 

            Mine1, …, MineN
● Observation: mineral deposit 

estimate where 
exploration occurs

● Reward: 
○ Reward for delayed mining for 

as long as possible, WHILE 
meeting target demand

○ Penalty for emission when mining 
locally
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What we’ve discussed so far
● The methods enabling powerful AI are numerical optimization!

● The algorithms use tricks to reach a good enough solution

■ randomization (initialization and batching)

■ (meta) heuristics (momentum, LR scheduling)

■ large parameter space (overparameterization)

● Formulations include

■ model fitting (regression, classification boundary)

■ falsification and validation (FTA/FMEA, adversarial attack, deep importance sampling)

■ [tentative] utility maximization (MDP/POMDP)
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We can use the found failure modes to retrain our AI agent.

Gupta, Abhibha, Rully Agus Hendrawan, and Mansur Arief. "Enhancing Visual Perception in Novel Environments via Incremental Data Augmentation Based on Style Transfer." arXiv preprint arXiv:2309.08851 (2023).

How to improve AI?
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We can use the found failure modes to retrain our AI agent.

Gupta, Abhibha, Rully Agus Hendrawan, and Mansur Arief. "Enhancing Visual Perception in Novel Environments via Incremental Data Augmentation Based on Style Transfer." arXiv preprint arXiv:2309.08851 (2023).

How to improve AI?

81



ISE Methods in Building Reliable AI Systems| Mansur M. Arief @ DTSI-ITS Postgraduate Intl’ Guest Lecture Series, 11/08/2023

We can use the found failure modes to retrain our AI agent.

Gupta, Abhibha, Rully Agus Hendrawan, and Mansur Arief. "Enhancing Visual Perception in Novel Environments via Incremental Data Augmentation Based on Style Transfer." arXiv preprint arXiv:2309.08851 (2023).

How to improve AI?
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Confusion matrix when AV sees 
degraded traffic signs

Confusion matrix post retraining
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How to place AV charging stations if 
we have (rare) electricity outage?

Another application
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How to place AV charging stations if 
we have (rare) electricity outage?

Another application
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How to place AV charging stations if we have (rare) electricity outage?

Another application
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Where to build geothermal wells in a reservoir?

Other “new” application
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Summary

● Numerous ISE methods are actually used in AI development
○ mathematical modeling
○ training and validating  DL models (numerical optimization)
○ uncertainty quantification (numerical simulation)
○ risk analysis (FMEA, FTA, HAZOP)
○ planning under uncertainty (dynamic programming, time value of money)

● ISE researchers need to engage in interdisciplinary studies
○ intelligent systems, robotics, manufacturing and supply chains
○ sustainability and energy

● AI research area widely open for ISE graduates:
○ AI design, monitoring, deployment, and post-operative
○ AI-human teaming, mixed-autonomy systems
○ AI safety and sustainability
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Research Areas
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Research Areas
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Research Areas
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● Mykel Kochenderfer, AeroAstro Stanford
● Ding Zhao, MechE CMU
● Henry Lam, IEOR Columbia
● Bo Li, CS UIUC
● Zhiyuan Huang, SoM Tongji
● Huan Zhang, EE UIUC
● Iwan Vanany, ISE ITS
● Jef Caers, MineralX Stanford

Thanks to collaborators!
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● Nur Ahmad Khatim, IF ITS
● Yan Akhra, ISE ITS
● Azmul Asmar, FK UIN SH
● Amaliya Mata’ul, FK UIN SH
● Rully Hendrawan, SCS Pitt (IS ITS)
● Abhibha Gupta, SCS Pitt
● Yasmine Alonso, CS Stanford
● Anthony Corso, AeroAstro Stanford
● IndoSTEELERS members
● SISL members
● CMU Safe AI members
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Mansur Maturidi Arief 
Email: mansur.arief@stanford.edu
Web: https://mansurarief.github.io/

Let’s stay in touch
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Appendix
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Gradient descent and variants 

1. Use a handful of random initializations:
● Sample n0 number of θ0’s. 
● For each, perform gradient descent algorithm.
● Compare the results and pick the best one!
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Gradient descent and variants 

2. Use batch of samples in each iteration (stochastic gradient descent)

● In iteration k, sample nk≤ n data points without replacement

● Re-compute the objective function 

● Use ∇Jk(θk) to update the iterate θk

95

Insights: 
a)        
b) The noisy gradient 
    estimate allows us   
    to jump out of local 
    optima at times.
c) For HUGE data 
    points, using batch 
    of samples is also 
    more practical.
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Gradient descent and variants 

3. Use momentum as energy signature in each gradient step

● In iteration k, compute momentum vk with momentum weight β
● Perform gradient step using vk

96

Insights: Momentum 
adds inertia to gradient 
descent: 
- If we have been making 
  long steps, we tend to 
  make another long step.
- Conversely, if we have 
  been making shorter 
  steps, we more likely 
  take another short step.
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Gradient descent and variants 

4. Use scheduled learning rate

● Start with large learning rate, then gradually reduce it 
○ Constant discounting

○ Scheduled learning rate
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Insights: Scheduling 
learning rate is an 
adaptation of simulated 
annealing, where larger 
learning rate is equivalent 
to hotter temperature at 
earlier steps.
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Gradient descent and variants 

5. Increase the dimensionality of the space (overparameterization)

● Use larger model if possible (might be counterintuitive at first)
● Consider 
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Insights: For larger 
dimensional problems, 
gradient descent more 
likely
a) to find a descent 
    direction
b) to find a better-valued 
    local optima

θ1θ2

Log(total erro
r)

θ2 θ1

Log(total error)


